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Abstract  

Background: The EQ-5D-Y-3L (Y-3L) and EQ-5D-Y-5L (Y-5L) are both available to measure 
generic health-related quality of life for children and adolescents. There is a gap of a mapping 
algorithm between the two youth-version of the EQ-5D instruments. To fill in this research 
gap, the EuroQol Research Founda�on recently approved a project �tled “Developing a 
func�on to map EQ-5D-Y-5L to EQ-5D-Y-3L”. This paper reports our explora�on on the 
sta�s�cal methods for developing a mapping algorithm between the Y-3L and Y-5L using the 
Australian Paediatric Mul�-Instrument Comparison study data. 

Methods: We explored three sta�s�cal methods, including ordered logit regression, 
mul�nomial logic regression and a non-parametric method. Regression models were 
es�mated with and without the inclusion of a latent factor (which recognised the within-
respondent correla�on) and three covariates (i.e. self- /proxy-reported instrument version, 
age, and gender). The primary criterion for model selec�n was the predic�on accuracy.  

Results: A total of 8,920 observa�ons were included. To recognise the within-respondent 
correla�on significantly improved the predic�on accuracy, while the inclusion of three 
covariates also slightly improved the predic�ve ability of the models. The non-parametric 
model performed beter than models without a latent factor, but less well than models with 
a latent factor.  

Conclusion: The best model to map the Y-5L to Y-3L, using the Australian P-MIC data, is the 
ordered logit model with a latent factor and including the self- /proxy- reported variable as a 
covariate. Our methodological explora�on is s�ll ongoing. The preliminary results highlighted 
the importance of collec�ng primary data from children who are ill or very ill for the Y-5L to Y-
3L study.  
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1. Introduc�on 

The EQ-5D-Y (called Y-3L from now on) is a generic preference accompanied measure of 

health, designed for administra�on in children and adolescents aged 8 to 15 (Wille et al., 

2010). It comprises of two components, a descrip�ve system and a value set. The descrip�ve 

system measures health using 5 dimensions, namely mobility, looking a�er myself, usual 

ac�vi�es, pain/discomfort and being sad, worried, or unhappy. Each dimension is associated 

with three levels of severity, “no problems/ not”, “some problems/ a bit” and “a lot of 

problems /very”. The value set assigns a score that reflect adults’ strength of preferences for 

the combina�on of dimensions and levels, taking a 10 years old perspec�ve. Numerous value 

sets have been published for the Y-3L, including recent examples such as those for Indonesia, 

Hungary, and Netherlands (Fitriana et al., 2022; Rencz et al., 2022; Roudijk et al., 2022). An 

overview of exis�ng value sets for the Y-3L is available in Devlin et al., (2022). 

Evidence on the Y-3L shows it is generally valid and responsive (Rowen et al., 2021). Yet, as it 

was adapted from the adult EQ-5D-3L it may have similar issues reported by the adult 

instrument (Finch et al., 2017, Longworth et al., 2014). In adults, the development of a five-

level version i.e., EQ-5D-5L (Herdman et al., 2011) considerably improved measurement 

proper�es (Feng et al., 2021; Buchholz et al., 2018). 

The EQ-5D-Y-5L (called Y-5L from now on) was developed as an extension of the Y-3L 

(Kreimeier et al, 2019). The Y-5L descrip�ve system covers the same dimensions of the Y-3L, 

but with five severity levels i.e., “no/no problems”, “a litle bit/ a litle bit of problems”, “some 

/some problems/quite”, “a lot/ a lot of problems/ really”, “cannot/extreme(ly)”. The 

genera�on of a youth instrument with increased granularity served two purposes. On the one 

hand, this was intended to ensure the transfer of the learnings from the adult to the youth 

measures (Kreimeier et al, 2019). On the other hand, availability of a five-level version of the 

youth instrument was meant to promote comparability of data collected in adults and 

children, as the EQ-5D-5L is more frequently used than the EQ-5D-3L. 

To facilitate the uptake of Y-5L on launch, or shortly a�er, a scoring approach that enables the 

es�ma�on of Y-5L u�lity values is in need. One way to fill in this gap is to develop a mapping 

algorithm between the Y-3L and Y-5L (Longworth and Rowen, 2013). The mapping algorithm 



   
 

 
 

would enable the large suite of recently developed Y-3L value sets being meaningfully used 

while allowing �me for the development of a protocol for the direct valua�on of the Y-5L. 

The Execu�ve Commitee of the EuroQol Research Founda�on recently approved a study 

(called “Y-5L to Y-3L” study from now on). It aims to (1) examine different mapping approaches 

between the Y-3L and the Y-5L and (2) develop a mapping func�on that can be used 

interna�onally for deriving health u�li�es from the Y-5L (reference 1650-RA). This paper is 

part of the funded project. It focused on aim (1) of the project. To be specific, this paper aims 

to explore different sta�s�cal methods for developing the mapping algorithm between the Y-

3L and Y-5L using the Australian Paediatric Mul�-Instrument Comparison study data.  

 

2. Methods  

2.1 Data   

Our study used data from the Australian Paediatric Mul�-Instrument Comparison (P-MIC) 

study. The P-MIC study is part of a wider research programme �tled “Quality of Life in Kids: 

Key Evidence for Decision Makers in Australia” or QUOKKA. A detailed descrip�on of the P-

MIC data collec�on is reported in Jones et al (2023). The P-MIC study includes three key 

samples of children, i.e. (1) a sample recruited via general or specialised hospital service, (2) 

a sample of general popula�on recruited via online panel, and (3) a sample of children with 

11 health condi�ons recruited primarily via online panels. Children aged between 5 and 18 

years old from all three samples were asked to complete the Y-3L and Y-5L in the same 

appointment. The order of the two instruments presented to the study par�cipants was 

randomised. Children aged between 7 and 18 years were invited to self-report their own 

health. The proxy version of the Y-3L and Y-5L was applied if a child was not able to report 

their health themselves, either due to age (younger than 7 years) or health problems. The EQ 

Visual Analogue Scale (EQ-VAS) score was completed once, alongside the first EQ-5D youth 

instrument presented to par�cipants. All par�cipants received a follow-up survey either at 2 

days (children who were recruited through general hospital service in sample 1) or 4-weeks 

(the rest of the par�cipants) a�er comple�ng the ini�al survey. The P-MIC study also collected 

data using other HRQoL instruments, however, those data were not the focus of our study.   

 



   
 

 
 

2.2 Sta�s�cal Methods  

For developing a mapping algorithm between the Y-5L and Y-3L, in this study, we explored 

three sta�s�cal methods. It includes two regression-based methods and a non-parametric 

method. We selected the best model primarily based on the predic�on accuracy, while other 

criteria were also considered such as theore�cal arguments and prac�cal concerns. Also, by 

applying the best model, we compared the observed 3L u�li�es and the predicted 5L u�li�es 

across sub-samples defined by par�cipants’ gender, age, EQ-VAS sub-sets, EQ-5D-3L u�lity 

sub-sets, and instrument version (proxy- versus self- report).   

Regression-based methods   

Ordered logit regression (van Hout and Shaw, 2021) and mul�nomial logit regression (Gray et 

al., 2006) were widely applied in mapping studies to EQ-5D. Both methods are suitable for 

modelling categorial variables. As our dependent variable, the Y-3L is an ordinal variable, the 

ordered logit regression would be our “natural” choice for modelling. However, the method 

relies on parallel regression assump�on (Long, 1997, p140). It means, for each dimension of 

the Y-3L, the ordered logit regression generates two binary response models for the three 

ordered EQ-5D level response. The assump�on asks the coefficients for the independent 

variables in those binary response models to be the same. This is a strong assump�on which 

is not required by the mul�nomial logit regression method. As an alterna�ve approach, we 

also fited in our data using the mul�nomial logit regression. It should be noted that this 

approach does not recognise the ordered nature of the Y-3L data. For both methods, our aim 

was to predict the probabili�es of responses in Y-3L from the Y-5L. We used the Stata 

command mlogit and ologit for the mul�nomial and ordered logit regressions respec�vely.   

For both methods, we started with a 20-parameter model where independent variables took 

the 20 Y-5L dummies (levels 2 to 5 for each of the five Y-5L dimensions). We also explored 

three alterna�ve specifica�ons for each method: (1) included instrument version (proxy- 

versus self- report) as a covariate, (2) recognised the within-respondent correla�on through a 

latent factor model i.e., allowing the correla�on between responses from the five Y-3L 

dimensions by the same respondent (Stata command gsem), (3) allowed the within-

respondent correla�on as well as including instrument version (proxy- versus self- report) as 

a covariate. Effec�vely, we ran the following eight model specifica�ons:  



   
 

 
 

• M1: 20-parameter ordered logit model   

• M2: 20-parameter ordered logit model + self- /proxy- reported 

• M3: 20-parameter ordered logit model + latent factor   

• M4: 20-parameter ordered logit model + self- /proxy- reported + latent factor   

• M5: 20-parameter mul�nomial logit model  

• M6: 20-parameter mul�nomial logit model + self- /proxy- reported 

• M7: 20-parameter mul�nomial logit model + latent factor   

• M8: 20-parameter mul�nomial logit model + self- /proxy- reported + latent factor   

In the mapping literature around the EQ-5D instruments, it is inconclusive on what covariate(s) 

to include and how they should be included. Based on the published EQ-5D mapping 

algorithms for adult popula�on, age and gender were widely used as candidates for covariates 

if a study considered “main effects” and covariates in model specifica�ons (Abdin et la., 2018, 

Peak et al., 2018, Siani et al., 2016). There is litle empirical evidence on whether and how to 

manage covariates in the EQ-5D mapping studies for child popula�on. In addi�on to address 

the instrument version variable as presented in M2, M4, M6 and M8, we explored one more 

specifica�on by including age and gender as the covariates:   

• The best performed specifica�on between M1, M3, M5, M7 + age and gender  

To predict the Y-5L u�lity, we applied the expected value method (Le and Doctor, 2011). 

Effec�vely, we mul�plied the predicted probability of being in each of the response levels of 

the Y-3L by the corresponding value of the interim Australian Y-3L value set (Pan et al., 2024). 

Non-parametric method  

The non-parametric method was developed in the EQ-5D-5L to EQ-5D-3L mapping study (van 

Hout et al., 2012). We applied the same approach in this paper. For each health state described 

by the Y-5L (n = 3,125), we calculated its probability of repor�ng each of the 243 Y-3L states. 

A 3125x243 transi�on probability matrix was achieved by cross tabula�ng responses between 

the Y-3L and Y-5L. The predicted u�lity for each Y-5L state was the sum of the 243 weighted Y-

3L u�li�es. We calculated the u�li�es for the 243 Y-3L states by applying the interim Australian 

Y-3L value set. For a given Y-5L state, the weight for each Y-3L state was determined by the 

transi�on probability.  



   
 

 
 

Model performance  

To assess the predic�on accuracy for each model, Mean Absolute Error (MAE) and Root Mean 

Squared Error (RMSA) were calculated. Essen�ally, we calculated the difference between the 

predicted Y-5L u�li�es (with our mapping algorithm applied) and the observed u�li�es based 

on the parallel Y-3L states (with the interim Australian Y-3L value set applied). We also 

reported model fit, measured by the Akaike informa�on criterion (AIC) and the Bayesian 

informa�on criterion (BIC), for each model. The primary criterion to select the best model was 

the predic�on accuracy, while other criteria were also considered such as theore�cal 

arguments and prac�cal concerns.     

A�er selec�ng the best model, we calculated the observed Y-3L u�li�es using the interim 

Australian Y-3L value set and the predicted Y-5L u�li�es using our mapping algorithm for the 

full sample. Observed and predicted u�li�es were compared across sub-samples defined by 

instrument version (proxy- versus self- report), gender (female, male, and other), age groups 

(5-7 years, 8-11 years, and 12-18 years), EQ-VAS sub-sets (0-25, 25-50, 50-75, 75-100), and 

observed Y-3L u�lity sub-sets (0-0.25, 0.25-0.50, 0.50-0.75, 0.75-1).   

Data analyses were performed in Stata18 (Stata Corp LP, College Sta�on, TX, USA) and 

Microso� Excel.  

 

3. Results 

3.1 Descrip�ves Analysis  

Tabel 1 reports the summary sta�s�cs of the data used in this paper. The total sample includes 

8,920 observa�ons with complete informa�on on the Y-3L and Y-5L profiles data. The average 

age of the sample was 10.82 (± 3.91) years old with 52.3% male. The sample reported average 

Y-3L u�lity and EQ-VAS as 0.865 and 76.63 respec�vely. There were 187 unique Y-3L states 

and 794 unique Y-5L states been used. It represents 77% (= 187/243) and 25% (= 794/3125) 

of the total available Y-3L and Y-5L states respec�vely. Just under 2/3 of the sample were self-

reported (62.53%). The largest data source was the sample with 11 health condi�ons 

(61.72%), followed by the sample from the general popula�on (23.43%), and the sample 



   
 

 
 

recruited via hospital service (14.85%). More than 70% of the sample came from the baseline. 

The summary sta�s�cs for the baseline data alone are presented in the third column.  

Table 1: Summary sta�s�cs  
Variable names N (%) or mean (SD)  
 Full sample (n = 8,920)  Wave 1 (n = 6,336)  
Age (mean) 10.82 (3.91) 10.84 (3.92) 
Gender    
    Male 4665 (52.30%) 3307 (52.19%)  
    Female 4128 (46.28%) 2935 (46.32%)  
    Transgender female 24 (0.27%) 18 (0.28%)  
    Transgender male 40 (0.45%) 31 (0.49%)  
    Not described (please specify) 42 (0.47%) 27 (0.43%)  
    Prefer not to answer 21 (0.24%) 18 (0.28%)  
EQ-5D-3L u�li�es (mean) 0.865 (0.151) 0.863 (0.151)  
EQ-VAS (mean) 76.63 (19.26) 76.60 (19.31)  
N of unique 3L states reported 187 175  
N of unique 5L states reported  794 664  
Self-reported version  5578 (62.53%) 4099 (64.69%)  
Proxy version   3342 (37.47%) 2237 (35.31%)  
Sample 1 (collected from hospitals) 1325 (14.85%) 848 (13.38%)  
Sample 2 (general popula�on) 2090 (23.43%) 1561 (24.64%)  
Sample 3 (with health condi�ons) 5505 (61.72%) 3927 (61.98%)  
Wave one (baseline)  6336 (71.03%)  
Wave two (follow-up)  2584 (28.97%)  

 

Cross-tabula�on of par�cipants’ responses to the Y-3L and Y-5L is shown in Table 2. Most 

majority of the par�cipants reported no problem with the “mobility” dimension on the Y-3L 

and no or litle bit of problems on the Y-5L (88%), followed by the “looking a�er self” 

dimension (78%), “usual ac�vity” dimension (72%), “pain/discomfort” dimension (64%), and 

“feeling worries, sad and unhappy” dimension (49%). A very small propor�on of the 

respondents reported a lot of problem on the Y-3L and a lot of problems or cannot/extreme 

on the Y-5L, from the largest of 3.46% on the “feeling worries, sad and unhappy” dimension 

to the smallest of 1.43% on the “mobility” dimension.  

Different methods have been employed in exis�ng literature to define logically consistent 

responses (van Hout et al., 2012; Janssen et al., 2008). Further informa�on regarding the 

inconsistencies in P-MIC data can be found in Bahrampour et al (2024). 

  



   
 

 
 

Table 2: Cross-tabula�on of EQ-5D-Y-3L and EQ-5D-Y-5L responses by dimensions and levels  
 EQ-5D-Y-5L 
EQ-5D-Y-3L 

     

Mobility  No 
problems 

A litle bit of 
problems 

Some 
problems 

A lot of 
problems of  

Cannot 

No problems 7,541 308 71 10 3 
Some problems 157 377 223 50 1 
A lot of problems 14 7 30 72 56 
Looking a�er self No 

problems 
A litle bit of 
problems 

Some 
problems 

A lot of 
problems of  

Cannot 

No problems 6,582 395 59 18 7 
Some problems 183 775 432 85 7 
A lot of problems 9 13 51 151 153 
Usual Ac�vi�es  No 

problems 
A litle bit of 
problems 

Some 
problems 

A lot of 
problems of  

Cannot 

No problems 5,776 614 133 25 12 
Some problems 406 833 491 140 31 
A lot of problems 17 51 111 178 102 
Pain/Discomfort  No A little bit Some A lot of Extreme 
No 4,999 716 97 13 7 
Some 432 1597 677 129 5 
A lot of 14 17 59 118 40 
Feeling worries, sad 
and unhappy  

Not A little bit Quite  Really Extremely 

Not 3,349 1014 75 21 6 
A bit 566 2511 614 188 40 
Very 12 72 143 165 144 

 

3.2 Model performance  

Table 3 presents the model performance for each of the nine models (M1-M9) by five 

sta�s�cs, including the mean predicted Y-5L u�li�es, Mean Absolute Error (MAE), Root Mean 

Square Error (RMSE), Akaike Informa�on Criterion (AIC) and Bayesian Informa�on Criterion 

(BIC).  

 
  



   
 

 
 

Table 3: Model performance between nine models (M1-M9)     

Models  
Mean 
u�lity 

MAE RMSE AIC BIC 

Ordered logit models (OL)  
1: OL  0.86391  0.06201  0.08853  33811.58 34592.14 
2: OL + self- /proxy- reported  0.86392  0.06199  0.08848  33774.59 34590.63 
3: OL + latent factor  0.86785  0.03997  0.05778  32803.95 33619.99 
4: OL + self- /proxy- reported + latent factor 0.86787  0.03980  0.05754  32755.15 33606.68 
Mul�nomial logit model (MNL)  
5: MNL  0.86463  0.06188  0.08822  33479.41 34969.58 
6: MNL + self- /proxy- reported 0.86463  0.06181  0.08809  33436.82 34997.95 
7: MNL + latent factor  0.86748  0.04072  0.05861  32392.21 33953.34 
8: MNL + self- /proxy- reported + latent factor 0.86749  0.04056  0.05839  32340.25 33972.34 
Non-parametric model  
9: Non-parametric model  0.86463  0.05423  0.07806      

Note: Mean Absolute Error (MAE), Root Mean Square Error (RMSE), Akaike Informa�on Criterion (AIC), 
Bayesian Informa�on Criterion (BIC). M4 is the best model which IS highlighted in bold text.    
 
As reported in Table 1, the mean observed Y-3L u�li�es of the full sample was 0.8646 (±0.151).  

Between the nine models, the mean predicted Y-5L u�li�es based on the non-parametric 

method was the closest to the mean observed Y-3L u�li�es.  

We compared performance between the nine models by looking at the MAE and RMSE 

sta�s�cs. Lower MAE and RMSE values suggest beter predic�on accuracy. Between the four 

ordered logit models (M1-M4), both MAE and RMSE were slightly improved when we included 

the self- /proxy- reported variable as a covariate, as shown in M2 (in comparison to M1) and 

M4 (in comparison to M3). Accoun�ng for the within-respondent correla�on by adding a 

latent factor as in M3 and M4, the MAE and RMSE significantly decreased compared to M1 

and M2. A similar patern was observed in the four mul�nominal logis�c models (M5-M8).   

The two ordered logit models without latent factor reported slightly higher MAE and RMSE 

values in comparison to their corresponding mul�nominal logit models (i.e. M1 versus M5, 

M2 versus M6). When we took latent factor into account, the two ordered logit models 

reported slight lower MAE and RMSE values than their corresponding mul�nominal logit 

models (i.e. M3 versus M7, M4 versus M8). The MAE and RMSE values reported from the non-

parametric model were lower than those of the ordered logit and mul�nomial logit models 

without latent factor (i.e. M1, M2, M5, and M6), but higher than specifica�ons with latent 



   
 

 
 

factor considered (i.e. M3, M4, M7 and M8). Between the nine models, the 20-parameter 

ordered logit model with the inclusion of self- /proxy-reported variable as a covariate and 

allowing for a latent factor (M4) reported the lowest MAE and RMSE, demonstra�ng superior 

predic�ve ability. The full results of the best performed model M4 are presented in Table 4.  

Furthermore, we explored a specifica�on by including age and gender as covariates in the best 

performed model between M1, M3, M5 and M7. As reported in Table 3, M3 reported the best 

predic�on accuracy between the four models. Including age and gender as covariates in M3, 

we observed slight improvements in the MAE and RMSE compared to our best model M4.  

Figure 1 presents the plots of the observed Y-3L states u�li�es against the predicted u�li�es 

based on the parallel Y-5L states (one figure for each of the nine models from M1-M9). Closer 

alignment to the red dash line suggests beter predic�on accuracy. Figure 1 suggested that for 

both the ordered logit and mul�nomial logit models, the two models that recognised the 

within-respondent correla�on reported beter predic�on accuracy compared to the other two 

models that did not consider this correla�on.   

Table 5 reported the comparison between observed Y-3L u�li�es and predicted Y-5L u�li�es 

across sub-samples defined by instrument version, gender, age groups, EQ-VAS sub-sets, and 

observed Y-3L u�lity sub-sets. While looking at the mean difference across sub-samples 

defined by instrument version, gender, and age groups, the predicted mean u�lity was 

consistently higher than the observed mean u�lity. The magnitude of the mean difference was 

small (0.000 to 0.011) and stable (between sub-samples). Comparing predicted and observed 

u�li�es across EQ-VAS and Y-3L u�lity sub-sets showed consistent overes�mate of poor 

health. Furthermore, the level of mean difference was far greater at the poor health end. To 

define sub-samples by EQ-VAS range, we observed the largest mean difference for sub-set 

between 0 and 25 (= -0.042), followed by sub-set between 25 and 50 (= -0.019), sub-set 

between 50 and 75 (= -0.008), and sub-set between 75 and 100 (= 0.003). Similar patern was 

observed between the Y-3L u�lity sub-sets. As far as we know, there is no evidence on the 

minimal clinically important difference (MCID) for the Y-3L. We are therefore unable to 

comment on the mean differences in comparing to the MCID. The MAE values were reported 

between 0.034 and 0.119, while the RMSE values were in a range from 0.047 to 0.133.  

  



   
 

 
 

Table 4: 20-parameter ordered logit model with self-reported/proxy as a covariate and allowed for a latent factor  
  Mobility Self-Care Usual Activity Pain/Discomfort  Anxiety/Depression   

  Coef  SE  Coef  SE  Coef  SE  Coef  SE  Coef  SE  
MO2  3.850***  (0.169)  0.444***  (0.140)  0.664***  (0.129)  0.607***  (0.125)  -0.157  (0.115)  
MO3  4.713***  (0.232)  0.315  (0.192)  0.853***  (0.186)  0.747***  (0.187)  -0.622***  (0.174)  
MO4  7.139***  (0.365)  -0.006  (0.284)  0.726**  (0.295)  0.971***  (0.286)  -0.599**  (0.267)  
MO5  9.943***  (0.708)  0.393  (0.560)  1.660***  (0.530)  2.085***  (0.461)  -0.299  (0.422)  
SC2  0.638***  (0.157)  4.377***  (0.133)  1.042***  (0.111)  0.007  (0.108)  -0.025  (0.092)  
SC3  0.689***  (0.196)  5.632***  (0.189)  1.176***  (0.152)  -0.128  (0.158)  0.133  (0.137)  
SC4  0.642**  (0.257)  8.184***  (0.269)  1.804***  (0.217)  0.116  (0.222)  -0.029  (0.198)  
SC5  2.117***  (0.328)  10.561***  (0.429)  2.796***  (0.309)  0.060  (0.299)  0.004  (0.267)  
UA2  1.016***  (0.160)  0.669***  (0.119)  3.048***  (0.132)  0.704***  (0.101)  0.732***  (0.088)  
UA3  0.990***  (0.200)  0.778***  (0.158)  3.991***  (0.180)  0.502***  (0.146)  0.829***  (0.128)  
UA4  1.147***  (0.258)  0.954***  (0.218)  5.615***  (0.255)  0.681***  (0.205)  1.268***  (0.188)  
UA5  0.656*  (0.344)  0.194  (0.314)  6.334***  (0.343)  0.894***  (0.290)  1.216***  (0.266)  
PD2  1.041***  (0.153)  0.064  (0.110)  0.468***  (0.098)  3.606***  (0.109)  0.218***  (0.072)  
PD3  1.351***  (0.187)  -0.054  (0.152)  0.379***  (0.136)  4.763***  (0.163)  0.429***  (0.113)  
PD4  1.539***  (0.256)  -0.068  (0.237)  0.599***  (0.217)  7.043***  (0.256)  0.131  (0.193)  
PD5  1.766***  (0.488)  0.166  (0.460)  0.343  (0.451)  8.192***  (0.477)  0.256  (0.402)  
AD2  -0.197  (0.144)  0.117  (0.108)  0.669***  (0.101)  0.293***  (0.083)  2.986***  (0.086)  
AD3  -0.380**  (0.193)  0.137  (0.156)  0.953***  (0.142)  0.222*  (0.130)  4.609***  (0.144)  
AD4  -0.585**  (0.249)  0.030  (0.204)  1.303***  (0.187)  0.258  (0.176)  6.022***  (0.190)  
AD5  0.280  (0.296)  0.316  (0.267)  1.775***  (0.245)  0.347  (0.234)  7.764***  (0.264)  
SELF/PROXY  -0.184  (0.129)  0.353***  (0.093)  0.235***  (0.087)  -0.400***  (0.079)  -0.079  (0.064)  
ID  1.000  (0.000)  0.729***  (0.077)  1.108***  (0.116)  0.859***  (0.084)  0.755***  (0.078)  
VAR(ID)  1.862***  (0.282)                  
Note: Standard errors (SE) in parentheses. *** p<0.01, ** p<0.05, * p<0.1.   



   
 

 
 

 
Figure 1: Predicted Y-5L states u�li�es (base on M1-M9) against the observed u�li�es based on the paralleled Y-3L states. Y axis is the observed 
Y-3L states u�li�es. X axis is the predicted Y-5L states u�li�es.  



   
 

 
 

Table 5: Compare the observed and predicted u�li�es for sub-samples using the best 
performed model M4    

 N Observed mean 
(SD) 

Predicted mean 
(SD) 

Mean difference  
(Observed-
Predicted) 

MAE RMSE 

Proxy  3342  0.87 (0.15)  0.873 (0.132)  -0.003  0.038  0.055  
Self-reported  5578  0.861 (0.152)  0.865 (0.129)  -0.003 0.041  0.059  
Male  4665  0.873 (0.147)  0.875 (0.127)  -0.002  0.038  0.055  
Female  4128  0.858 (0.153)  0.863 (0.131)  -0.005   0.041  0.059  
Other gender types 127  0.758 (0.216)  0.769 (0.186)  -0.011   0.056  0.078  
5-7 years old  2242  0.887 (0.135)  0.887 (0.118)  0.000  0.037  0.052  
8-11 years old  2859  0.873 (0.14)  0.875 (0.12)  -0.002  0.039  0.057  
12-18 years old  3819  0.846 (0.166)  0.851 (0.142)  -0.006   0.042  0.060  
VAS [0-25) 206  0.559 (0.212)  0.601 (0.183)  -0.042   0.068  0.091  
VAS [25-50) 1163  0.728 (0.173)  0.747 (0.149)  -0.019  0.053  0.074  
VAS [50-75) 1887  0.814 (0.139)  0.822 (0.123)  -0.008   0.046  0.065  
VAS [75-100] 5664  0.921 (0.103)  0.918 (0.085)  0.003   0.034  0.049  
Y-3L [0-0.25) 42  0.194 (0.042)  0.313 (0.08)  -0.119  0.119  0.133  
Y-3L [0.25-0.5) 229  0.408 (0.065)  0.5 (0.097)  -0.092  0.100  0.129  
Y-3L [0.5-0.75) 1383  0.659 (0.071)  0.695 (0.086)  -0.036  0.060  0.081  
Y-3L [0.75-1] 7266  0.922 (0.081)  0.916 (0.072)  0.006   0.034  0.047  

Note: Standard Deviation (SD), Mean Absolute Error (MAE), Root Mean Square Error (RMSE) 

 

4. Discussion  

Summary of findings  

The primary aim of this paper was to explore different sta�s�cal methods for developing a 

mapping algorithm between the Y-5L and Y-3L using the P-MIC data. The findings will be used 

to inform the development of a mapping func�on which can be used interna�onally for 

deriving health u�li�es from the Y-5L data. We applied three sta�s�cal methods in this study 

including the ordered logit regression, mul�nomial logit regression, and a non-parametric 

method. We also explored the impacts of including three covariates (i.e. self- /proxy- reported, 

age, and gender) and a latent factor (which recognised the within-respondent correla�on) in 

the modelling.  

The primary criterion for model selec�n was the predic�on accuracy. Our results suggest that 

the predic�ve ability was similar between the four ordered logit models and their 

corresponding mul�nomial logit models. To recognise the within-respondent correla�on   by 

including a latent factor significantly improved the predic�on accuracy of the ordered logit 

and mul�nomial logit models. To include (1) self- /proxy- reported version variable or (2) age 



   
 

 
 

and gender as covariates slightly improved models’ predic�on accuracy. The non-parametric 

model performed beter than models without a latent factor, and less well than models with 

a latent factor. The best model is the ordered logit model with a latent factor and including 

the self- /proxy- reported version variable as a covariate. The model showed overes�mate of 

poor health.  

Next steps 

This study is working in progress. In the next step, we will complete the following tasks:  

• The P-MIC dataset includes two waves of data. In the current study, we pooled the 

baseline and follow-up data together without recognising the repeated nature of the 

data. In the next step, we will explore the repeated responses by applying for a 

respondent random effect, for example, while analysing each dimension of the Y-3L. 

• In the current study, we calculated the predic�on accuracy for each model using the 

full sample. In the next step, we will perform cross-valida�on by randomly spli�ng our 

full sample into es�ma�on sample and valida�on sample. We will fit our models to the 

es�ma�on sample, and then apply the es�mated coefficients that derived from the 

es�ma�on sample to the valida�on sample. To account for variability, we will perform 

mul�ple rounds of cross valida�on. Average values for model fit and predic�on 

accuracy from the repeated valida�on process will be calculated model by model. The 

primary criterion for model selec�on will be the predic�on accuracy base on the 

validation sample.  

• The copula model with mixture marginal was developed in recently years in a mapping 

study (Hernandez-Alava and Putney, 2017). The study aimed to map EQ-5D-3L to EQ-

5D-5L. We will explore this method using the P-MIC data.  

Three discussion points  

The mapping algorithms to link EQ-5D-5L and EQ-5D-3L responses were published in van Hout 

et al., (2012) and van Hout and Shaw (2021). In the 3L to 5L study, authors compared two 

sta�s�cal methods, i.e. the non-parametric method and ordinal logis�c regression. The 

recommended approach was based on an ordinal logistic regression. In the 5L to 3L study, 

authors selected the best model from four sta�s�cal methods including the linear regression, 

non-parametric sta�s�cs, ordered logis�c regression, and item-response theory. The non-



   
 

 
 

parametric model was preferred. In our study, we compared the performance of three 

sta�s�cal methods including the non-parametric method, ordered logit model, and 

mul�nomial logit model. Our best model so far was based on the ordered logit model. 

Furthermore, van Hout and Shaw (2021) reported the effect of including a latent factor in the 

ordered logit model. They found the inclusion of a latent factor lowered the AIC and slightly 

improved predic�ve accuracy, while our finding suggested that the ordered logit and 

mul�nomial logit models with a latent factor significantly improved the predic�on accuracy 

and the AIC. Finally, van Hout and Shaw (2021) explored the impacts of including age and 

gender as covariates in the ordered logit model, and suggested that the inclusion lowered the 

AIC but without improving predic�ons. Our best model does not include age and gender as 

covariates but for a different reason (see the next discussion point).  

In this study, we explored the impacts of including three covariates in the mapping func�on, 

including age and gender of children and the instrument version (self- or proxy- reported 

version). Our results suggest that including those variables as covariates could slightly improve 

the model predic�on accuracy. However, in our best model (M4), we only included the self- 

/proxy- reported version variable as a binary covariate. We argue that to include age and 

gender as covariates might poten�ally limit the use of our mapping algorithm, as it cannot be 

applied to Y-5L data alone for calcula�ng u�lity values without age and gender. However, there 

is a ground to consider instrument version as a covariate. As the underling rela�onship 

between the Y-3L and Y-5L might be systema�cally different between these two types of 

responses. Proxies (usually be parents/carers) are used when it is not feasible to have children 

directly self-report their health. This could be due to language and communica�on limita�ons 

(e.g. a child with learning or behavioural disorders), difficul�es with understanding abstract 

concepts (e.g. a child with neurocogni�ve condi�ons), ethical considera�ons (e.g. a child being 

too ill to self-report health), and the age of the child (under 7 years old). Studies showed 

discrepancies in self- versus proxy- reported health problems (Bahrampour et al., 2024; 

Khanna et al., 2022). In the next step of our study, we could explore different formats of the 

self- /proxy- reported version variable in our model, such as interac�ng with Y-5L variables. To 

keep the simplicity of our specifica�on, the model with a binary instrument version variable 

(proxy- versus self- report) included is preferred.  



   
 

 
 

None of the eight regression-based analyses in this paper reported convergence problem. 

However, convergence failure was an issue emerged in the ordered logit and mul�nomial logit 

models when we excluded logically inconsistent observa�ons from the full sample 

(approaches as defined by either van Hout et al. (2012) or Janssen et al (2008)). This leads to 

two discussion points. First, in this paper, all analyses were based on the full sample without 

excluding logically inconsistent responses. It is arguable on whether we should exclude 

logically inconsistent observa�ons as they could be treated as random errors. Furthermore, 

the two approaches used to define logically inconsistent responses for the adult instruments 

may not be directly applicable to the youth instruments (van Hout et al., 2012; Janssen et al., 

2008). This is because level 4 of Y-5L is descrip�vely the same as the worst level (level 3) on Y-

3L for four dimensions. An implica�on is that children or proxies might consider level 4 in the 

Y-5L as the worst possible level for those dimensions. Second, the P-MIC dataset reported 

small propor�on of par�cipants with severe problems. As shown in Table 2, between 1.43% 

and 3.46% of the par�cipants reported a lot of problem on the Y-3L and a lot of problems or 

cannot/extreme on the Y-5L across the five dimensions. This data feature raised concern of 

the poten�al modelling problems for the Y-5L to Y-3L study, including issues like non-

convergence, unstable es�mates. To fill in the poten�al data “gaps”, the EuroQol Research 

Founda�on recently approved a primary data collec�on project. The project aims to collect 

parallel Y-5L and Y-3L responses from children who are unwell or very unwell. Our study team 

received permission to access to the primary data for our Y-5L to Y-3L study.  

 

5. Conclusion 

The best model to map the Y-5L to Y-3L, using the Australian P-MIC data, is the ordered logit 

model with a latent factor and including the self- /proxy- reported variable as a covariate. This 

methodological work is ongoing. Our preliminary results highlighted the importance of 

collec�ng primary data from children who are ill or very ill for the Y-5L to Y-3L study.  
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